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A B S T R A C T

In metal additive manufacturing (AM), with sufficient understanding of process-structure–property (PSP)
relational linkages, the control of build parameters can produce parts with previously unattainable properties.
Establishing these PSP linkages involves varying process parameters until a desired microstructure, and
corresponding properties, are achieved, either experimentally or computationally. However, both methods can
have a high acquisition cost and be difficult to sample repeatedly. This work describes a Gaussian process (GP)-
based workflow that is capable of predicting melt pool characteristics, microstructure features, and mechanical
properties of previously unseen process parameter combinations. The workflow implements multi-fidelity,
multi-output, and functional GPs, trained on a limited set of experiments and simulations in order to make melt
pool, microstructure, and mechanical property predictions. The established linkage results in approximately
95% accuracy in predicting mechanical properties for previously unseen set of process parameters propagated
through the whole framework. The use of GPs in the workflow limits the number of experiments/simulations
needed, yields a nearly negligible cost for acquisition of new predictions, and allows for a Bayesian treatment
of the PSP linkages that was not previously feasible.
1. Introduction

The repeated thermal cycling and high thermal gradients during
metal additive manufacturing (AM) processes are known to result
in microstructures that are vastly different from conventionally pro-
cessed materials [1–3]. To adequately design, develop, and tailor the
processed material to exhibit desired properties, and ultimately per-
formance, for a targeted application, establishing process-structure–
property (PSP) linkages is of utmost importance [4].

Establishing PSP linkages through experimental routes involves con-
ducting intensive experimental campaigns (fabrication, characteriza-
tion, and testing) over the entire processing parameter design space.
The large parameter space along with the time consuming and expen-
sive process of data collection greatly limits the number of samples that
can be experimentally investigated [5]. One way to alleviate the in-
tractability of those purely experimental methods is through predictive
simulation capabilities aimed at quantifying PSP relations [6–8], in-
cluding solidification modeling for process-structure (PS) relations [9]
and mechanics of materials modeling for structure–property (SP) rela-
tions [10,11]. While these simulations are generally less costly than
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their experimental counterparts, they still pose considerable compu-
tational burdens, especially in the case of high-fidelity, multiscale
simulations that provide the most physically consistent and accurate
results. As a consequence of high computational costs, this class of
simulations is not well suited for large scale parametric analyses involv-
ing processing parameter design space exploration, optimization and
uncertainty quantification (UQ) [12] or problems in online, real time
production updating [13].

Recent advances and accessibility of machine learning (ML) meth-
ods has made constructing, interpreting, and extracting information
from experimental and simulation capabilities a relatively more
tractable activity [14–18]. The process of applying ML, and more
generally data science principles, to materials science and engineering
is referred to as materials informatics.[19–22] Materials informatics
principles provide the framework to streamline and accelerate the de-
termination of process-structure (PS) [23], structure–property (SP) [24–
26], and even full PSP [27] linkages in conventionally manufactured
materials. ML is increasingly being used in AM applications [28–32],
and the use of such tools for establishing PSP linkages is strongly
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motivated by the aforementioned large processing parameter design
space [33–36]. While there is a growing body of work discussing the
establishment of ML-based frameworks for PSP linkages in AM [7,37–
39], to the authors’ best knowledge only Wang et al. [40] have
successfully demonstrated a full ML framework for PSP linkages in
AM. In their work, the authors create Kriging surrogate models of
thermal finite element (FE), phase field (PF), and fast Fourier transform
crystal plasticity models then adjust those models using experiment
data and propagate uncertainty through the surrogate models. The
authors show a single demonstrative example using Ti-6Al-4V fabri-
cated with selective electron beam melting (SEBM) of how uncertainty
can propagate through the system and affect mechanical property
predictions. While the authors demonstrate good validation scores for
the thermal surrogate model, no information is presented about the
accuracy of the microstructure and mechanical models. Likewise, no
information is given about the number or type of experiments needed
to tune the surrogate models.

The current study develops and demonstrates a complete PSP link-
age in metal AM at the microscale by identifying physical simulation
and experimental capabilities at each component of the linkage (i.e.,
the process, structure, and properties), emulating each component of
the linkage with a unique GP, then linking the GPs into a cohesive
framework. GPs are chosen and implemented as they are ideally suited
to operate with small data sets that will come from mechanistic models
and experiments in AM [41]. The framework introduced in this work is
demonstrated for laser powder bed fusion (L-PBF) processes using 316L
stainless steel as a model material, although it is readily generalizable
to other material systems. The remainder of the paper is structured
as follows: Section 2 will briefly detail the GP-based surrogate models
that form the foundation of the proposed framework to create the PSP
linkage; Section 3 presents the results of each surrogate model training
and validation; Section 4 links the trained surrogate models into a
cohesive framework and shows results of the full PSP linkage on two
test cases; Section 5 provides a discussion of the training and testing
results, implications of the surrogate model-based PSP linkage, and
potential improvements to the linkage; Finally, Section 6 summarizes
the work and provides future research directions.

2. Methods

The PSP methodology consists of (1) a process model surrogate
that relates process parameters to melt pool information by fusing
information from multiple sources via a multifidelity GP (MFGP); (2)
a process-structure (PS) surrogate that maps melt pool information to
microstructure feature statistics through a multioutput GP (MOGP);
and (3) a structure–property (SP) surrogate that maps microstructure
feature statistics to microstructure mechanical properties, in the form
of mesoscopic stress–strain curves, using a functional GP (fGP). The out-
puts of each surrogate model represent standard quantities of interest
(QoIs) in AM that maintain congruence between physical models (i.e.,
the output of one surrogate can serve as the input to the subsequent
physical model or surrogate). Further discussion on the output selection
for each surrogate model is detailed in the respective sections (Sections
2.1, 2.2, and 2.3). An overview of GPs is omitted here for brevity, but
provided in Appendix along with brief details on the extensions to
multifidelity, multioutput, and functional variants used in this work.

2.1. Process surrogate

The first step in understanding how the AM process parameters
influence properties is to understand their effects on the thermal history
during processing, and in particular, the geometry of the melt pool.
There is a plethora of simulation and experiment capabilities focused on
predicting the thermal history and corresponding melt pool geometry
as functions of AM process parameters [42]. The MFGP A.1 is the pro-
posed surrogate model for mapping processing parameters to features
2
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of the thermal history [43], because it can be generalized to incorporate
any combination of simulation and experimental data. In the MFGP,
multiple sources of information at varying degrees of fidelity can be
incorporated into a single model. This limits the number of expensive
simulations and/or experiments needed to build a model by leveraging
information from cheap low fidelity solutions to the same problem.
Though the MFGP uses a limited set of information at the highest
fidelity, it is capable of producing a surrogate model that is as good
as a standard GP model trained on a much larger set of high fidelity
information alone. Therefore, the MFGP allows a high accuracy model
to be obtained while significantly reducing the cost of acquisition of
training data.

In this work, the MFGP is constructed based on information from,
in ascending order of fidelity (i.e., complexity and cost to generate
simulations), the analytical solution of Eager and Tsai (ET) [44],
the Naval Research Laboratory (NRL) enriched analytical solution
method (NEASM) [45,46], an advective Eulerian heat transfer finite
element (FE) model implemented in COMSOL, and L-PBF single track
experiments (EXP) [47]. Each information source considers L-PBF
melting of 316L stainless steel and 3 processing parameters: the laser
power (P), velocity (V), and spot size (S)1. Due to the high acquisition
cost of the higher fidelity information and limitations of the lowest
fidelity model, only single-track data are considered. Information from
all four fidelities is used to train the MFGP model in this work. Note that
extensions to multiple tracks/layers are possible and will be discussed
further in Section 5.

While simulations compute the full temperature field (e.g., Fig. 1(a))
from which quantities of interest (e.g., solidification rate/gradient,
temperature gradient, cooling rate, etc.) can be extracted, experimental
data are limited to quantities that are observable through available
characterization techniques. Thus, melt pool dimensions (length (𝐿),

idth (𝑊 ), and depth (𝐷)) are obtained from the simulations by
xtracting the domain enclosed by the melt temperature iso-surface.
rom the experiments, melt pool width and depth were extracted
sing optical microscopy (Fig. 1(b)). However, the melt pool length
s unable to be obtained from the optical micrographs. Therefore, the
FGP model to predict 𝐿 only uses information from the ET, NEASM,

nd FE simulations while the 𝑊 and 𝐷 predictions are based on all
he simulation and experimental data. The workflow of the MFGP as
escribed is shown in the diagram of Fig. 1(c).

.1.1. Data sampling
In the case of a single fidelity data source, data is typically gen-

rated via a space-filling design of experiments (DoE) method such
s latin hypercube sampling (LHS). However, simply sampling each
f the fidelities used here from the different fidelities would result in
ultiple space filling designs that would not be nested and violate

he assumptions of the MFGP. In order to ensure that the designs are
ested, the scheme of Le Gratiet et al. [48,49] is chosen, where a space
illing LHS design is created for the highest fidelity then repeated for
ach lower fidelity with each design in the next lowest fidelity being
ecursively adjusted to contain the points from the higher fidelities. For
his work, the ET model is sampled 500 times, the NEASM sampled 200
imes, FE sampled 100 times, and EXP sampled 50 times. The bounds
or each fidelity DoE are the same and based on ranges of the AM
xperimental testbed. The minimum and maximum ranges for velocity,
ower, and spot size are 10−7000 mm∕s, 75–400 W, and 50–350 μm,
espectively. For training, all data are used except 15 experiments,
hich were randomly selected from the 50 available and used for
alidation of the trained MFGP. Cross-validation is not conducted for
he MFGP as it requires iterative training of the model, which would be
rohibitively costly given that the MFGP implemented already requires
terative training for each fidelity.

1 More specifically, spot size is used to denote the distance equivalent to
our standard deviations of a Gaussian beam profile, commonly referred to as
4𝜎
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Fig. 1. MFGP representative outputs and workflow for creating the process modeling surrogate. (a) Representative single-track simulation output with temperature field shown [43].
(b) Representative transverse cross section of resolidified melt pool with corresponding dimensions [43]. (c) Diagram of the process surrogate linking process parameters to melt
pool dimensions. The dashed line around the melt pool length output 𝐿 is used to indicate that it is experimentally unobservable.
𝑌𝑌
2.2. Process-structure surrogate

This link to relate process to structure is of great interest to the AM
community. As stated earlier, AM microstructure can be vastly different
from conventional microstructures and many existing microstructure
reconstruction/feature extraction methods [23,50–52] may not be ap-
plicable. Popova et al. [53] recently developed a PS linkage for AM
microstructures generated by kinetic Monte Carlo (kMC) methods us-
ing an ML workflow and spatial correlation methods. The workflow
presented in [53] is quite general and is implemented in this work
albeit with a different ML methodology and microstructure generation
method.

In this work, a cellular automata finite element (CAFE) model
is used that was introduced in Teferra and Rowenhorst [54]. The
CAFE model takes processing parameters and melt pool dimensions
as input and simulates solidification based on empirical thermally
driven dendritic growth laws. The CAFE formulation for AM (e.g., [54–
57]) is a medium fidelity model that sits between the kinetic Monte
Carlo model (e.g., [58–60]), and the phase field (e.g., [61–66]) in
terms of incorporation of the kinetics associated with solidification
modeling. Its modeling of the competitive growth process arising from
the interplay of preferential growth directions of dendrites having
varying orientations with respect to the thermal gradient field along
with thermally driven nucleation captures the dominant mechanisms
of solidification. Further, it can simulate the large representative vol-
ume elements (RVEs) necessary to capture the microstructural feature
statistics. The CAFE model used in this work has been validated for
L-PBF 316L in terms of grain morphology and crystallographic texture
as compared to electron backscatter diffraction (EBSD) characterization
data. For more details, the readers are referred to Ref. [54].

The PS linkage is established by constructing an MOGP A.2 surro-
gate model that maps parameters described above to represent the melt
pool (i.e., 𝐿,𝑊 ,𝐷) to statistical properties of microstructural features.
The microstructure features are extracted from the CAFE model and
selected such that the chosen outputs are the quantities needed for the
subsequent linkage simulations and/or surrogate model. Thus, each set
of generated parameters (i.e., each sample in the training data set) are
taken as input conditions to the CAFE model to generate representative
volume element (RVE) solidified microstructures. Simultaneously, the
constructed MFGP process surrogate maps these processing parameters
to the parameters representing the melt pool, and the MOGP surrogate
3

is constructed to map the output of the MFGP to statistical properties of
selected microstructural features. A diagram of this linkage is shown in
Fig. 2. The microstructural features include 7 morphology parameters:
grain volume (𝑉 ), 3 radii (𝑟1, 𝑟2, and 𝑟3) of the equivalent ellipsoid
of a grain, and 3 orientation angles (𝜙, 𝜃, and 𝜓) describing the
rotation of this equivalent ellipsoid with respect to a reference axis; 3
additional parameters are include to describe the grain size and shape
dependent constitutive model response: grain yield strength (𝑔), initial
strain hardening modulus (ℎ), and grain boundary resistance (𝛾). The
equivalent ellipsoid to a grain is set as the ellipsoid that matches the
second moment of inertia properties of the grain [67].

Following the workflow and notation in Popova et al. [53], in the
data preprocessing stage, the output microstructures from the CAFE
model are augmented by removing the base plate and disregarding
simulations that did not result in complete melting. Next, in the mi-
crostructure quantification stage, the RVEs for each CAFE simulation
are processed to extract the 10 necessary parameter distributions.
In this process, each grain in each simulation is represented by an
equivalent ellipsoid via a linear least squares approach that results in
the 7 morphology parameters for that grain. The additional constitutive
model parameters are derived by numerically integrating material con-
stants and an assumed grain boundary over the determined equivalent
ellipsoid [68]. These 10 parameters are extracted for all grains in
each RVE and then for each RVE that was simulated. This results in
𝑌 (Eq. (A.8)) having dimensions of 𝑛𝑠𝑎𝑚𝑝𝑙𝑒𝑠 × 10, where the number
of samples 𝑛𝑠𝑎𝑚𝑝𝑙𝑒𝑠 is the number of RVEs that were simulated and
used for training, and each of the 10 dimensions is a distribution of
microstructure feature data for the given RVE. Next, the each of the
10 distributions of grain features from all 𝑛𝑠𝑎𝑚𝑝𝑙𝑒𝑠 are merged into
10 unified distribution for each grain feature so that the dimension-
ality reduction stage can begin. A quantile transformer is applied to
each unified grain feature distributions to obtain a fitted, reversible
transformation process. A quantile transformer is a transformation that
maps data from a given quantile in an arbitrary distribution to the
corresponding quantile in a Normal distribution. That transformation
process is then applied to each of the 𝑛𝑠𝑎𝑚𝑝𝑙𝑒𝑠 RVEs so that from each
RVE, 10 mean values and 10 variances can be obtained. This then
results in 𝑌𝑌𝑌 having dimensions of 𝑛𝑠𝑎𝑚𝑝𝑙𝑒𝑠 × 20, where each of the
20 outputs is now a scalar, rather than a distribution. However, this
is a large number of outputs. To simplify the problem further, the
outputs are reduced from 20 to 4 using principal component analysis.
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Fig. 2. Diagram of the process-structure surrogate linking melt pool information, in this case dimensions of length (L), width (W), and depth (D), to microstructure statistics such
as grain volumes and orientations. Note that graph axes in the workflow are purposefully omitted as exact values vary with every sample microstructure and the graphs here are
purely representative.
Using 4 components captures ≈99% of the variance of the underlying
data for this problem. By examining the eigenvectors corresponding
to each of the 4 PCs, it was observed that each PC contributes to all
the 20 variables input into the PCA. This reflects the large amount of
correlation among the 20 variables as indicative of the fact that ≈99%
of the variance is found in 4 PCs. Thus, no direct relationship relating
a PC to a physical microstructural feature or mechanical property can
be obtained. The next stage in the process is the data-driven model
estimation. In this stage, the MOGP is fitted to the training data.

The training data consists of 75 CAFE model generated RVEs, each
having a unique generating set of melt pool dimensions and corre-
sponding process parameters. Each CAFE model consists of a base plate,
upon which 4 layers are printed with each layer containing 3 scans.
Note that the base plate grains are omitted (described above) when
extracting the features of the microstructure. The hatch spacing per
simulation is set such that the melt pools associated with adjacent scans
overlap according to the proportion described in Zhang et al. [69]. This
approach ensures that there are no unmelted regions in the domain
over the course of the simulation. Within a layer, the scans alternate
directions (i.e., a back and forth scan pattern), and the scan direction
is rotated 90◦ layer-by-layer. Validation of the MOGP is accomplished
by way of 10-fold cross-validation and a single left out test case that
was randomly selected from the training data and was not used for
training. As mentioned above, the MOGP utilized in this work assumes
independent outputs, rather than coupled. This comes as a result of
using principal components to represent the hyperparameters (i.e.,
mean and variance) of the data and the Gaussian nature of the joint
MOGP output distributions. Since the joint distribution is Gaussian, the
principal components are, by definition, uncoupled (i.e., uncorrelated
and independent).

2.3. Structure–property surrogate

The SP surrogate in this work is based on the framework established
by Saunders et al. [68] and is shown in Fig. 3. In this framework,
microstructure RVEs are simulated using a microstructural-informed
phenomenological crystal plasticity FE model. The input to each of
these simulations are the 10 microstructure feature distributions de-
scribed in the previous section along with a loading parameter (to
drive displacement) and constitutive model parameters, which are fixed
for a given material system (i.e., 316L stainless steel for this work).
From each simulation, mechanical properties in the form of grain stress
and strain histories are extracted. By aggregating these histories for all
grains in multiple simulations (with different microstructures having
different features), two fGPs can be trained; one to predict a grain
4

strain function and the other to predict a grain stress function given
a set of grain features. Thus, given a new RVE, 10 microstructure
features can be extracted for each grain in the RVE and a prediction
of mechanical properties can be made for each grain. The predicted
grain responses are then homogenized to make a prediction for the
whole microstructure mechanical properties. For brevity, further dis-
cussion is omitted and the interested reader is referred to Ref. [68].
This framework is largely unmodified from its original development,
but has been retrained using microstructures generated by the CAFE
model described in Fig. 2. The simulated CAFE microstructures are
more representative of real AM microstructures and demonstrate more
realistic features than were in the previous training data.

3. Training & validation

For each of the surrogates established above, training and inference
are performed in Python 3.6.12 using a mix of custom functions and
standard libraries. Each of the GP models is trained using maximum
likelihood estimation (MLE) to obtain hyperparameter estimates and
each model is evaluated using the mean absolute percent error (MAPE).
Training and validation results are first shown for each surrogate
followed in the subsequent section by an application of the full PSP
linkage.

3.1. Process surrogate

A separate MFGP is trained for each melt pool dimension (i.e.,
length, width, and depth) to relate them to the input process param-
eters. Each of the three MFGPs trained is trained using information
from all four fidelities discussed in Section 2.1. The MFGP trained on
melt pool length is not discussed as there is no means to assess its
predictive accuracy. This issue will be addressed in a future work.
The trained MFGP prediction errors for the test set data are shown
in Tables 1 and 2. Both mean absolute percent error (MAPE) and
coefficient of determination (R2) are shown. MAPE is formulated in
such a way that it can sometimes result in erroneous, infinite, or
undefined values and, as such, R2 is implemented as an additional
metric to verify the MAPE values seen are not erroneous and indicate
that the data are not being overfit by the model. For comparison, a
standard GP was trained on the available experiments, which results in
a significantly worse model. Note that standard GPs were also trained
using the other fidelities and resulted in worse models than the one
trained using experiments alone as well as the MFGP. Additionally, it
has been assumed that if experiments (i.e., the ground truth) is available
then they should be used in constructing any model, hence the most
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Fig. 3. Diagram of the structure–property surrogate linking microstructure statistics (distributions show representative predicted outputs of Fig. 2) to mechanical properties. The
fGP takes microstructure statistics along with a loading parameter (𝜆) to drive displacement (𝑢𝑢𝑢) and constitutive model parameters (𝜃) to predict strain and then stress.
Table 1
Melt pool width and depth MAPE on the withheld test set data for the MFGP and a
standard GP using only experiment data.

MAPE (%) MFGP GP

Width 4.5 11.9
Depth 11.5 33.7

Table 2
Melt pool width and depth R2 on the withheld test set data for the MFGP and a standard
GP using only experiment data.

R2 MFGP GP

Width 0.991 0.847
Depth 0.848 0.324

pertinent comparison is the one between the MFGP and the GP trained
using experiments.

In addition to the test set average error metrics in Tables 1 and 2,
parity plots are shown in Fig. 4. Note that the number of test data points
between the width and depth models varies slightly due to the way in
which the models were trained. The width model was evaluated on all
available data, whereas the depth model was evaluated on screened
data from test points that do not produce a porosity defect. For further
details, the interested reader is referred to Saunders et al. [43]. From
the parity plots, it can be seen that the MFGP has the intended effect of
reducing the error for individual data points, while also reducing the
associated variance. The reduction in error is also apparent in Table 1,
where the use of the MFPG compared to a standard GP reduces error by
over a factor of 2. Similar results are seen when examining R2 values,
which are significantly better when the MFGP is implemented.

3.2. Process-structure surrogate

The MOGP has the primary purpose of relating process parameters
and melt pool dimensions to a set of 4 principal components that can be
used to describe microstructure feature statistics. The process parame-
ters used to determine the necessary melt pool dimensions to input into
the MOGP are taken from the same training data as the MFGP. As such,
the process surrogate training data and the MFGP predictions at these
process parameters are equivalent due to the deterministic nature of
GP predictions at training data locations. The 10-fold cross-validation
results of the trained MOGP are shown in Fig. 5 with the explained
variance ratio (EVR) (i.e., the eigenvalue of that component normalized
by the sum of all eigenvalues) of each PC shown. The CV results overall
follow the 1:1 predicted:actual ratio that is ideal. The exception being
the 3rd PC which is shows a constant predicted value of approximately
0.
5

Using the trained MOGP surrogate, the inputs for the randomly
selected test case are propagated through the model to predict the 4
principal components of the microstructural features, which are then
projected back (by performing the transformation described in Sec-
tion 2.2) to obtain corresponding predictions for the 10 microstructural
feature distributions. Fig. 6 shows the predicted and true probability
density functions of the 3 radii of the equivalent ellipsoids representing
grain morphology. For brevity, probability density functions of the
remaining 7 features are not shown. From these histograms and cor-
responding kernel density estimates, it can be seen that the predicted
distributions have some differences from the actual but, qualitatively,
they are similar.

To assess quantitatively how similar the predicted and actual distri-
butions are, the Kullback–Leibler (KL) divergence is applied to each of
the microstructure features to assess the distance between the predicted
and actual distributions. Ideally, the KL divergence is 0 for identical
distributions, but it is not reasonable to expect that random samples
from a predicted distribution or unobservable actual distribution would
result in a 0 divergence. To determine what a reasonable value is
for each feature, the KL divergence for all training/validation will be
computed using the trained model, the cross-validated model, and the
test case. Due to the deterministic nature of GPs, applying the trained
model to the training data should result in perfect accuracy of the
principal components and assess only the divergence induced by the
transformation process. The KL divergence results are shown in Fig. 7.
Box plots are shown to aggregate the information for each of the 74
cases from the training data using for training and cross-validation.

The first comparison that can be made for the KL divergence is that
the results using the trained model to predict the training data and the
cross-validation results are very similar for all microstructure features.
This indicates that predicted principal component values of Fig. 5 are
overall accurate and can reproduce the mean and variance values that
originally went into the principal component analysis. Thus for new
predictions, it is expected that the KL divergence should be similar
to the values seen in Fig. 7. Additionally, the KL divergence results
indicate that deviations from 0, especially for the trained model on the
training data which is a deterministic prediction, are a result of the
transformation process alone and demonstrate which microstructure
feature transforms may need to be improved. Examining the test case
shows expected behavior for the KL divergence in that the divergence
of the test case is in the same range as the cross-validation results.

In addition to the KL divergence, the first two moments of the
microstructure feature distributions were computed for the 74 train-
ing cases and 1 test case. This was done to establish if the relative
divergence values computed were reasonable in an absolute sense. As
with the data in Fig. 7, the moments were computed on the training
data with the trained model, the cross-validation data, and the test
case. In general, the first moment showed an average absolute error
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Fig. 4. Parity plots for the withheld test set data using the MFGP and standard GP using only experiment data : (a) melt pool width, (b) melt pool depth.
Fig. 5. 10-fold cross-validation parity plots for the dominant 4 principal component of the microstructural features comparing the MOGP surrogate prediction with the training
data: (a) 1st PC, (b) 2nd PC, (c) 3rd PC, (d) 4th PC. The explained variance ratio (EVR) is shown above each plot.
of ≈10% with the second moment having average absolute errors in
the 10%–20% range for all 10 features. These ranges hold on the
training, cross-validation, and test data. Taken in conjunction with the
qualitatively good results, this demonstrates that the MOGP is able to
approximately reproduce the microstructure features.

3.3. Structure–property surrogate

As mentioned the fGP framework that makes up the SP surrogate is
largely unmodified in this work with the exception that it is trained on
6

the CAFE model data generated to create the PS surrogate. The results
of this retraining are shown in Fig. 8 and in Table 3. Note that error
bounds shown in this and all subsequent fGP predictions are the 95%
predicted GP confidence interval and do not account for uncertainty
from all surrogate models. Two comparisons are used to evaluate the
efficacy of the retrained model. First, a test set that consisted of 30%
of the available training data that contains a range of microstructure
features representative of the entire feature space, and second, a CAFE
model microstructure that was originally shown in the supplement
of [68], which was not used to retrain the fGPs and was generated
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Fig. 6. Predicted versus actual probability density functions of the equivalent ellipsoidal radii for the test case: (a) ellipsoid major axis radius, (b) ellipsoid intermediate axis
radius, (c) ellipsoid minor axis radius. The natural log of the radii is shown.
Fig. 7. Kullback–Leibler divergence for each of the microstructure features for the
trained model predicting the training data, cross-validation (CV) data, and test case.

Table 3
MAPE for the fGP strain and stress predictions on the withheld test data set and
previously unseen CAFE model microstructure.

MAPE (%) Test data CAFE data

Strain 0.698 3.91
Stress 2.41 3.41

using a different scan pattern and process parameters than the training
data. Note that the use of a test set that has been withheld during
training of the fGP is demonstrative of the average error that would
be obtained on any new microstructure RVE. Additionally, since the
withheld data consist of features over the entire space, accuracy on
that set is more representative of the true model error, more so than
any single microstructure RVE with a limited range of features would
be.

The fGP models both demonstrate a high accuracy on the test data
as well as the previously unseen CAFE microstructure. On average,
the fGPs tends to slightly overpredict stress and strain on the test
data. Likewise, the fGPs predict the mechanical properties of the CAFE
microstructure with under 4% error. Note, that the error rate achieved
without retraining was approximately 30% for strain and 17% for
stress. Interestingly, this happens even though the scan pattern and
process parameters used to generate the microstructure were different
than the patterns and parameters used in the training set. This indicates
that there may be some level of agnosticism in the structure–property
surrogate with regard to how the AM microstructure is generated.
7

Table 4
MAPE for the predicted properties using the CAFE model microstructure (CAFE-fGP)
and the MOGP microstructure feature output distributions of the same microstructure
(MOGP-fGP). The errors are quantified near the yield point, at the final increment, and
over the whole curve.

MAPE (%) CAFE-fGP MOGP-fGP

Strain Stress Strain Stress

≈1% Strain (Yield) 2.25 6.02 6.05 4.47
Final increment 0.514 3.73 3.68 3.83
Overall 1.12 4.91 4.72 4.38

4. PSP surrogate linkage

4.1. MOGP-fGP linkage

As a first test of the developed surrogate models and their linkages,
the left out test case from the MOGP (Section 3.2) is propagated
through SP linkage. Both the actual microstructure statistics and the
MOGP predicted statistics are input to the SP linkage. The output of
this process along with the CAFE microstructure used to generate the
data is shown in Fig. 9 with errors quantified in Table 4. The first point
that can be made is that the CAFE-CPFE (i.e., the true value) requires
approximately 36 h on a high performance computing (HPC) system
using 144 CPUs in parallel. In contrast, the CAFE-fGP solution requires
approximately 8 h, with the vast majority of the time and resources
being used to run the CAFE model, and the MOGP-fGP solution takes
only a couple minutes using a single CPU on a laptop. Next, it can be
seen from Fig. 9 that the predicted stress–strain curves for both the
CAFE-based microstructure statistics and MOGP-based microstructure
statistics are very similar to the physics-based model outputs. The CAFE
seems to over-predict while the MOGP seems to under-predict.

Examining the average error over the curve (i.e., the percent dif-
ference between the elements in each curve) shows that, in fact, the
predicted curves are all qualitatively and quantitatively similar. The
error in predicted strain for the CAFE-fGP is approximately 1% and
approximately 5% for the MOGP-fGP case. The predicted stress error
for both is around 4–5%. This indicates that with only a small penalty
in error, which is to be expected with any predictive model, an orders of
magnitude reduction in computational time and resources is possible.

4.2. PSP linkage

To further examine the points made above and extend the pre-
dictions to include the MFGP melt pool dimension predictions, two
new sets of process parameters are chosen from the withheld MFGP
test cases and propagated through the full PSP linkage. These cases
correspond to process parameters (P, V, S) of (10 𝑊 , 100 mm∕s, 300
μm) for test case 1 and (600 W, 300 mm∕s, 160 μm) for test case 2.
These two cases represent a good set of points as they are far from each
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Fig. 8. fGP network predictions for withheld test data and a withheld CAFE microstructure after retraining using CAFE model microstructures of Section 2.2. (a) Average response
of withheld data after retraining. (b) Predicted response of a CAFE RVE after retraining.
Fig. 9. MOGP test case predicted properties compared to physics-based modeling
properties with 95% GP predicted confidence interval.

other in terms of the process space. Case 1 is a low power, slow, wide
beam whereas case 2 is a more focused, higher power, faster beam.
For case 1, this set of parameters is close to a regime of where lack of
fusion defects may occur, and for case 2, the parameters are close to the
keyholing defect regime. In both cases, experiment images shows that
a melt pool was formed and did not exhibit keyholing or lack of fusion
defects. It is imperative to note here that these process parameters have
been completely unseen during the training of all surrogates and their
propagation through the entire framework is demonstrative of how this
framework could perform in a real-world scenario where multiple sets
of parameters are being weighed against one another.

From these inputs, the process model surrogate is queried and the
corresponding predictions for melt pool width and depth are shown in
Table 5. The prediction error rates of 5% and 9.5% for the width and
depth, respectively, are similar to the validation set errors discussed
in Section 3.1, as one would expect. The predicted and actual values
can now be used as input to both the CAFE and MOGP models. Since
experiment melt pool length is unavailable to query the trained MOGP
and propagate to the CAFE model, the length for both the predicted
and actual values will be taken to be the melt pool length obtained by
an FE model using the test case process parameters. This means that
for case 1 predicted and actual, the melt pool length is assumed to be
375 μm. Likewise for case 2, the length will be 745 μm.

With predicted and actual melt pool dimensions known (Table 5),
CAFE model microstructure RVEs are generated for comparison with
MOGP predictions. For each of the 4 produced CAFE microstructures
8

Table 5
Melt pool dimension predictions and error for two test cases.

Test case # Actual (μm) Predicted (μm) Error (%)

Width Depth Width Depth Width Depth

1 320 84 307 76 4.06 9.52
2 176 64 186 58 5.68 9.38

Table 6
KL divergence between the MOGP predicted and actual CAFE microstructure feature
distributions for both tests cases using the experimentally (EXP) derived melt pool
dimensions and the MFGP derived melt pool dimensions.

Test Case # 1 2

Melt pool EXP MFGP EXP MFGP

𝑉 2.46 2.36 3.84 4.11
𝑔 0.67 0.7 0.75 0.75
𝛾 6.02 6.68 9.08 8.97
ℎ 2.61 2.6 1.93 1.96
𝑟1 1.29 1.41 3.431 3.801
𝑟2 0.23 0.26 0.561 0.561
𝑟3 0.3 0.31 0.5 0.55
𝑝ℎ𝑖 0.48 0.48 0.46 0.45
𝑡ℎ𝑒𝑡𝑎 0.25 0.25 0.29 0.26
𝑝𝑠𝑖 0.39 0.39 0.37 0.43

from the 2 input process parameters, the MOGP predicted and actual
probability density functions can be compared using the KL divergence
as was done in Section 3.2. The KL divergence values are shown in
Table 6. For case 1, both the experimentally derived and MFGP derived
melt pool dimensions result in divergence values that are in the range
of what was seen during cross-validation (Fig. 7). For case 2, the
divergence between the actual and predicted feature distributions was
either on the high end of the interquartile range or outside of the range
seen for the cross-validation data. This indicates that the prediction
of the principal components for this case is not as good as expected
(based on cross-validation results) and may have a strong effect on the
accuracy of the predicted properties in the SP linkage.

With predicted melt pool dimensions and microstructure features,
the SP surrogate can be queried to predict properties for both test cases
as shown in Fig. 10 with four combinations of predictions as well as
the real properties. In both cases, the real property is the EXP-CAFE-
CPFE. What can first be noticed is that, as stated before, the fGP alone
tends to over predict the stress while the models with MOGP predicted
microstructure features tend to underestimate the stress. Strain does not
appear to follow this same behavior. The effect of the MFGP predicted
melt pool versus the actual melt pool appears to be small and shows no
consistent over or under prediction affect on the mechanical properties.

While a demonstration of multiple combinations of predicted and
actual components of the linkage is useful for understanding possible
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Fig. 10. fGP network predictions with 95% confidence interval for both test cases of unseen process parameters: (a) test case 1 predictions, (b) test case 2 predictions. Each figure
ncludes the traditional experimental/simulation approach (EXP-CAFE-CPFE) along with possible combinations of surrogates and experiments/simulations.
Fig. 11. PSP linkage mechanical property predictions for the actual physics-based
approach and the predicted ML approach with 95% confidence interval.

areas of improved in the PSP linkage, the most important results
of Fig. 10 are the comparisons between EXP-CAFE-CPFE and MFGP-
MOGP-fGP. This represents the comparison between a physics-based
PSP linkage and the ML-based PSP linkage developed in this work.
This comparison is shown in Fig. 11 and Table 7 for both case 1
and case 2. The primary comparison to be made here, again, is that
the physics-based linkage requires multiple days of experimental and
computational time whereas the ML model, once trained, requires only
a few minutes of resources on standard laptop. The cost of this resource
reduction is an error penalty of around 5% and <10% at the single worst
point for an orders of magnitude speedup.

5. Discussion

Thus far, a novel GP-based PSP framework for L-PBF 316L stainless
steel at the microscale has been demonstrated. Three surrogate models
have been developed for the purpose of linking process to structure
to property. In the process modeling surrogate, an MFGP was trained
to multiple data sources to produce melt pool dimension predictions.
While the MFGP has the flexibility to predict various quantities of
9
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Table 7
MAPE for PSP linkage mechanical property predictions for the actual physics-based
approach and the predicted ML approach. Error is quantified at approximately the
yield point, the final increment, and as an average over the whole prediction.

MAPE (%) Test case 1 Test case 2

Strain Stress Strain Stress

≈1% Strain (Yield) 1.57 4.60 9.26 8.35
Final increment 1.02 3.03 4.78 5.98
Overall 1.54 3.97 6.65 6.90

interest (e.g., peak temperature, solidification gradient/rate, etc.), melt
pool dimensions are important quantities that are comparable between
experiments and simulations and attainable via experiments without
significant cost. By incorporating experimental data along with a range
of computational models to predict melt pool geometry, the MFGP
surrogate can overcome some of the challenges encountered with com-
putational models, which include either a compromise on accuracy
for analytical/low-cost models or costly simulation times for compu-
tational fluid dynamic models. Note that the CAFE model used in this
work only requires melt pool geometry as a function of time, along with
material properties, to drive solidification. However, in general, more
features including the full thermal field history may be sought after.
One possible method for incorporating other quantities of interest into
the MFGP surrogate that are experimentally unobservable or difficult to
obtain (including melt pool length) is to substitute experimental data
with high fidelity multiphysics simulations [70]. Further, an interest-
ing extension of the MFGP is to incorporate a functional component
analogous to that in the structure–property surrogate model in order
to include spatial and temporal dependence. With this structure, the
process surrogate model would be capable of learning from computa-
tional simulation data to predict the full field temperature field history
given a set of input build conditions.

For the process-structure surrogate, an MOGP was trained and cross-
validated to relate melt pool dimensions to microstructure feature
statistics. The microstructure features were reduced from 10 distri-
butions of data for each microstructure to 20 mean and variance
parameters and then to 4 principal components for each microstructure.
As with the process surrogate, it is noted here that the 10 features cho-
sen were selected to maintain continuity with the structure–property
surrogate. However, the process established can be applied to other
features of interest (e.g., pole figure information, Schmid factor, etc.).
ross-validation results on the principal components was overall good
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when comparing predicted values to actual values. This was reinforced
by comparing predicted and actual microstructure feature distributions
using the Kullback–Leibler divergence, which demonstrated that cross-
validation results were almost indistinguishable from predictions on
training data from the trained model (i.e., deterministic predictions).
One principal component was not predicted well. This is likely a result
of the inputs not adequately describing that PC. While this affects
the prediction accuracy, it is a relatively minor effect since that PC
only explained 1% of the total variance. A possible way to address
this is to add more inputs (e.g., two-point statistics, more melt pool
dimension descriptors, etc.) to the MOGP that can more completely
describe all the PCs. Once the MOGP was trained and cross-validated,
a test case was propagated through the MOGP. Qualitatively, the test
case showed very good agreement between the predicted and actual
microstructure feature distributions. Quantitatively, Kullback–Leibler
divergence values were consistent with results seen when predicting
training data with the trained model.

It was observed in Section 3.2, that KL divergence values for some
microstructure features were relatively high and far from the ideal
value of 0. This was determined to be the result of the data compression
technique that transformed the distributions of the microstructural fea-
tures into normal distributions. Transforming the marginal distributions
of jointly distributed random variables to normal marginal distributions
modifies the variables’ correlation structure. This introduces errors
when inverting this transformation from the joint distribution with
normal marginal distributions to the target joint distribution. Alter-
native data compression techniques could potentially alleviate this
issue. However, the cost to make these improvements may not be
necessary, depending on the application. The reason the MOGP pre-
diction errors do not lead to large errors in property prediction is
that the properties (i.e., stress–strain curves) are homogenized (i.e.,
spatially averaged) quantities. Note that many traditional models link
mean features (e.g., mean grain size) to material properties (e.g., yield
strength), whereas the approach in this work considers the full distribu-
tions of 10 microstructural features, not just their mean values. Thus,
errors in representing these features are offset by the large amount of
information included in the analysis.

In regards to mechanical properties, a structure–property surrogate
based on an fGP from a previous work was retrained using CAFE model
microstructures generated for the process-structure surrogate training
process. The retraining was evaluated using a withheld data set that
contained 30% of the training data as well as a CAFE model microstruc-
ture that was generated using a different scan pattern than the training
data. The results on the withheld data set showed average predictive
accuracy over the whole stress–strain curve of <1% for strain and <3%
for stress. Similarly, predictions on the unseen CAFE microstructure
demonstrated <4% error for both stress and strain. Interestingly, this
was the case even though the scan pattern was different for the unseen
microstructure and the microstructures used for training. The fGP is
trained in such a way that it only learns grain features and is demon-
strating an agnosticism to the scan pattern and, more generally, the
process parameters. By having a structure–property surrogate that is
agnostic to the process parameters, then training of the surrogate can
be completed on any representative data set that exhibits the necessary
range of grain features. If this were not the case, then the structure–
property surrogate training would depend on unique microstructures
from the process-structure surrogate and make training both surrogates
sequential and inefficient. Whereas the methodology applied here for
the structure–property surrogate means that training of the SP and PS
surrogates can be accomplished in parallel.

One feature that was noted in predictions from the fGP was that
they tended to overpredicted the stress when microstructure features
derived directly from a CAFE model were used. Conversely, when the
MOGP data was used as the input to the fGP, an under-prediction
was consistently seen. The overprediction is simply a result of how
10

the model was trained and is demonstrated by the prediction on the
withheld data (Fig. 8(a)). The under-prediction from the MOGP has to
do with learned features from the microstructure and how the constitu-
tive model handles these features. The underlying constitutive model is
affected by grain size and shape such that very small or very elongated
grains have a strain hardened effect (i.e., an increase in apparent yield
strength with a corresponding decrease in hardening modulus). Due
to the way that the quantile and normal transformations are done in
the MOGP, the predictions tend to be more concentrated at the central
portion of the distribution. In the central portion of the distribution,
the predicted grain parameters tend to be less elongated and of a more
moderate size resulting in a lower prediction of mechanical properties.
This phenomenon, as mentioned, is a result of the choice of constitutive
model that was used to train the fGP. However, the fGP is designed
and implemented in such a way that it can be trained on any crystal
plasticity model that relates grain features to mechanical properties.
Thus, as new models are developed (e.g., [71]), the fGP could be
retrained to emulate the newer, more advanced constitutive model.

In both cases of over or under prediction, one issue of note with
the predictions, particularly in Fig. 11, are that the actual solutions
do not fall within the confidence interval (CI) from the fGP. This is
a result of the CI only being the predicted standard deviation from the
fGP model trained on stress as a function of displacement. In order to
get a complete CI, uncertainty propagation from the beginning process
parameters is necessary, which would account for uncertainty in the
MFGP, MOGP, and both fGPs used in the SP surrogate. While doing
this is beyond the scope of this work, other works have already demon-
strated the feasibility of linking multiple GPs in AM then quantifying
and propagating uncertainty using Bayesian approaches [72]. Doing so
would increase the CIs of the predicted values and, given the small
difference between the actual and predicted values, would likely result
in the actual value being encompassed by the CI of the predicted value.

It is inevitable that model form error exists for fast-running ML-
based surrogate models for PSP linkages. The primary approach to
reduce prediction error is to generate more training data. In practice,
there must be a balance made among data collection costs, training
time, and accuracy. Data set size is limited when high fidelity simu-
lations or experiments are required. The training time associated with
optimizing the parameters of surrogate models also increases with the
size of training data sets. For example, the training time of GPs scales
as (𝑛3) for 𝑛 being the number of data points. Ultimately the size of
the data set depends on the acceptable error tolerance balanced with
the cost of obtaining data, which is application-specific.

While the framework has been developed and trained using a sin-
gle AM process and material, there is no inherent restriction in the
framework that limits it to a single material or process. In fact, each
of the GP models is quite flexible and could be modified to account
for additional material or constitutive parameters as part of the input
parameter space. An interesting concept for materials design could be
to train the GPs in such a way that material composition and process
parameters are input and, from these compositions, material parame-
ters for the thermal, microstructure, and mechanical models could be
obtained (possibly through another ML model). Doing so would allow
materials scientists to study desired compositions that result in certain
properties and drastically reduce the search space for new candidate
AM materials.

6. Summary

A GP-based PSP relation linkage for L-PBF 316L stainless steel at
the microscale has been developed and demonstrated. This linkage
first relates the process parameters to melt pool dimensions, then links
these to microstructure feature statistics, and ultimately to mechanical
properties through a series of 3 GP surrogates. Each of the surrogates
is trained on a limited set of data and demonstrated high predictive
accuracy through validation either using a test set method or cross-

validation method. The linked GPs were shown to be accurate on
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two previously unseen sets of process parameters, yielding around
95% accuracy in the mechanical property predictions with an orders
of magnitude reduction in prediction time compared to traditional
experimental or simulation approaches. Each surrogate has room for
improvement, such as refinements to the MOGP through incorporation
of spatial statistics or additional descriptors and improvements to the
dimensionality reduction process. However, to better focus improve-
ment efforts, a Bayesian analysis on the full linkage is needed to
determine which surrogate model results in the largest sources of error.
Performing this Bayesian analysis will demonstrate the feasibility of
sampling the linkage 100 s or 1000 s of times and allow more thorough
uncertainty propagation or quantification work to assess how changes
in process parameters manifest as changes in microstructure features
and mechanical properties. Furthermore, the Bayesian treatment of this
first of its kind surrogate linkage will enable inverse PSP relationship
determination where desired mechanical properties are input and a
range of process parameters producing these properties can be obtained
including uncertainty estimates.
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ppendix. Gaussian process modeling

In the following derivation, standard GP regression theory is briefly
verviewed but for complete details, the interested reader is directed
o the landmark work of Rasmussen and Williams [73]. First, let

= (𝑥𝑥𝑥1,… , 𝑥𝑥𝑥𝑛)𝑇 denote the vector of input vector variables, 𝑌 =
𝑦1,… , 𝑦𝑛)𝑇 denote corresponding scalar outputs, and  =

{

𝑥𝑥𝑥𝑖, 𝑦𝑖
}

=
𝑋𝑋𝑋, 𝑌 ) for 𝑖 = 1,… , 𝑛 denote the joint dataset of 𝑋𝑋𝑋 and 𝑌 , and let 𝑓 (⋅)
e an unknown stochastic process. A GP is a non-parametric statistical
odel in which 𝑓 (⋅) follows an 𝑛-dimensional multivariate Gaussian:

(𝑓 (𝑥𝑥𝑥1),… , 𝑓 (𝑥𝑥𝑥𝑛)) ∼ 𝑛(𝜇𝜇𝜇,𝑘𝑘𝑘), (A.1)

where 𝜇𝜇𝜇 is the mean vector defined by the mean function 𝜇(𝑥𝑥𝑥𝑖) ≡ 𝜇𝜇𝜇𝑖 =
[

𝑥
]

𝑘
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E 𝑓 (𝑥𝑥𝑖) and 𝑘𝑘 is the covariance defined by the covariance function 𝑓
𝑘(𝑥𝑥𝑥𝑖, 𝑥𝑥𝑥𝑗 ) ≡ 𝑘𝑘𝑘𝑖𝑗 = 𝑐𝑜𝑣
[

𝑓 (𝑥𝑥𝑥𝑖), 𝑓 (𝑥𝑥𝑥𝑗 )
]

. Now, the Gaussian process can be
denoted as 𝑓 (⋅) ∼ (𝜇(⋅), 𝑘(⋅, ⋅)). The standard problem of nonlinear
egression takes the form

𝑖(𝑥𝑥𝑥𝑖) = 𝑓 (𝑥𝑥𝑥𝑖) + 𝜖𝑖, (A.2)

where 𝑓 is as above and follows a GP, and 𝜖𝑖 are independent and
identically distributed (i.i.d) Gaussian random noise with 0 mean and
𝜎2 variance. It then follows that

𝑌 = (𝑦1,… , 𝑦𝑛)𝑇 ∼  (𝜇𝜇𝜇,𝐾𝐾𝐾), (A.3)

where 𝜇𝜇𝜇 = (𝜇𝜇𝜇1,… ,𝜇𝜇𝜇𝑛)𝑇 and 𝐾𝐾𝐾 = 𝑘𝑘𝑘𝑖𝑗 + 𝜎2𝐼𝐼𝐼 , where 𝐼𝐼𝐼 is the 𝑛× 𝑛 identity
matrix. The assumption of Normality is crucial to the GP framework
as it allows the specification of a mean and covariance functions that
define the presumed relationship between data points. Throughout this
work, we will employ the common assumption that this and all other
GPs are zero mean (i.e., 𝜇𝜇𝜇(⋅) = 000). Furthermore, while the covariance
function can take many forms, we will utilize either the Matérn 3∕2
or squared exponential covariance; both of which are standard in GP
modeling. Estimation of the parameters of the covariance functions can
be obtained through frequentist or Bayesian approaches. The current
work will utilize maximum likelihood estimate (MLE).

A.1. Multifidelity GP

The MFGP is a GP that is capable of fusing information from
various fidelity information sources [74–76]. MFGP modeling limits
the number of expensive simulations and/or experiments needed to
build a model by leveraging information from inexpensive low fidelity
solutions to the same problem. As such, in the context of multifidelity
modeling, there are now multiple data sets from each fidelity such that
𝑡 = (𝑋𝑋𝑋𝑡, 𝑌𝑡) for 𝑡 = 1,… , 𝑠 with the 𝑠-level being the highest fidelity,
the first level being the lowest, and each level 𝑡 containing 𝑛𝑡 samples.
Note that 𝑋𝑋𝑋𝑡 = (𝑥𝑥𝑥𝑡,1,… , 𝑥𝑥𝑥𝑡,𝑛𝑡 )

𝑇 and 𝑌𝑡 = (𝑦𝑡,1,… , 𝑦𝑡,𝑛𝑡 )
𝑇 still hold as

above with the addition of an extra subscript for the fidelity. However,
for simplicity, the sample subscript (i.e., 1,… , 𝑛𝑡) is omitted. The most
popular variant of the MFGP is the one developed by Kennedy and
O’Hagan [74], commonly referred to as the Kennedy–O’Hagan or KOH
model. In this model, the 𝑠 levels are recursively correlated as

𝑓𝑡(𝑥𝑥𝑥) = 𝜌𝑓𝑡−1(𝑥𝑥𝑥) + 𝛿𝑡(𝑥𝑥𝑥), (A.4)

where 𝜌 is a scaling factor that linearly correlates the 𝑡 and 𝑡 − 1
fidelities and the bias of the lower fidelity is captured by another zero
mean GP as 𝛿𝑡(𝑥𝑥𝑥) ∼ (0, 𝑘𝑡(⋅, ⋅)). There are two primary drawbacks
to this implementation. First, it is numerically inefficient due to a
matrix inversion containing the data from all data sets combined and,
second, the form in Eq. (A.4) assumes a linear correlation between the
fidelities. Recent work by Le Gratiet et al. [48,49] has addressed the
issue of inefficiency while Perdikaris et al. [77] have addressed the
linear correlation limitation.

The KOH model was made more efficient in Le Gratiet et al. by
replacing the GP prior 𝑓𝑡−1(𝑥𝑥𝑥) with the corresponding posterior 𝑓 ∗

𝑡−1(𝑥𝑥𝑥)
while enforcing 𝑡 ⊆ 𝑡−1. Since nested data is enforced (i.e., data from
fidelity 𝑡 is a subset of the points in fidelity 𝑡−1), the posterior predictive
distribution 𝑓 ∗

𝑡−1(𝑥𝑥𝑥) is deterministic at 𝑥𝑥𝑥, which essentially decouples
the MFGP problem into 𝑠 standard GP problems.

To account for non-linear correlations, Perdikaris et al. modified
Eq. (A.4) as

𝑓𝑡(𝑥𝑥𝑥) = 𝑧𝑡−1(𝑓𝑡−1(𝑥𝑥𝑥)) + 𝛿𝑡(𝑥𝑥𝑥), (A.5)

where 𝑧𝑡−1(⋅) is an unknown function that maps the lower fidelity to
the higher fidelity and is assigned a GP prior. By assigning a GP prior
to 𝑧𝑡−1(⋅), the posterior of 𝑓𝑡(⋅) is no longer Gaussian, but this nested

P structure can be made more tractable by following the scheme of
e Gratiet et al. and replacing the prior of fidelity 𝑡−1 with the posterior
s

𝑥 ∗ 𝑥 𝑥 𝑥 ∗ 𝑥
𝑡(𝑥𝑥) = 𝑧𝑡−1(𝑓𝑡−1(𝑥𝑥)) + 𝛿𝑡(𝑥𝑥) = 𝑔𝑡(𝑥𝑥, 𝑓𝑡−1(𝑥𝑥)), (A.6)



Additive Manufacturing 62 (2023) 103398R.N. Saunders et al.

t
t

𝑘

p
n
w
c

𝑌𝑌

l

where 𝑔𝑡(𝑥𝑥𝑥) leverages the independence of 𝑧𝑡−1(𝑓 ∗
𝑡−1(𝑥𝑥𝑥)) and 𝛿𝑡(𝑥𝑥𝑥) and

he fact that the sum of two GPs results in another GP. In this work,
he covariance function of 𝑔𝑡 takes the decomposed form of

𝑡𝑔 = 𝑘𝑡𝜌 (𝑥𝑥𝑥,𝑥𝑥𝑥
′) ⋅ 𝑘𝑡𝑓 (𝑓

∗
𝑡−1(𝑥𝑥𝑥), 𝑓

∗
𝑡−1(𝑥𝑥𝑥

′)) + 𝑘𝑡𝛿 (𝑥𝑥𝑥,𝑥𝑥𝑥
′), (A.7)

where each 𝑘𝑡 is a valid covariance function. The MFGP will implement
the squared exponential covariance for each kernel 𝑘𝑡𝜌 , 𝑘𝑡𝑓 , and 𝑘𝑡𝛿 ,
which results in a nonlinear correlation between 𝑓𝑡(⋅) and 𝑓𝑡−1(⋅). In
articular, when 𝑘𝑡𝛿 takes the form as specified, it will result in a
onlinear correlation, but in portions of this work, a linear correlation
ill be used to evaluate the efficacy of a linear versus nonlinear

orrelation. This will result in 𝑘𝑡𝛿 (𝑥𝑥𝑥,𝑥𝑥𝑥
′) taking the form of a bias or

constant kernel.

A.2. Multioutput GP

The MOGP is a modification of the standard GP that accounts for
multiple, coupled, outputs such that 𝑌𝑌𝑌 = (𝑦𝑦𝑦1,… , 𝑦𝑦𝑦𝑛)𝑇 is now also a
vector with dimensions 𝑞×𝑛. To account for this modification, Eq. (A.3)
is modified to consider correlation between the outputs as follows:

𝑌 = (𝑦𝑦𝑦1,… , 𝑦𝑦𝑦𝑛)𝑇 ∼ 𝑞(𝜇𝜇𝜇,𝐾𝐾𝐾𝛴𝛴𝛴), (A.8)

where𝛴𝛴𝛴 is a 𝑞×𝑞 correlation matrix between the outputs. The matrix𝛴𝛴𝛴
can consider correlation between each output and every other output
if it is fully populated [76,78]. In this work, however, the elements of
each 𝑦𝑦𝑦𝑖 are treated as independent such that 𝛴𝛴𝛴 = 𝐼𝐼𝐼 . This is motivated
by the choice of outputs and their independence from each other that
will be discussed in Section 2.2.

A.3. Functional GP

In the above formulations, each 𝑥𝑥𝑥𝑖 takes the form of a vector with
scalar components while each 𝑦𝑖 is a scalar or a vector of scalars.
However, it is possible for each 𝑥𝑥𝑥𝑖 and 𝑦𝑖 to be functions of another
variable, such as time. When this is the case, functional data analy-
sis (FDA) can be combined with GP modeling to construct a functional
GP (fGP) [79]. For brevity, the full details of the fGP are omitted and
can be found in [68,79]. A brief overview is provided here. The fGP
modifies Eq. (A.2) to be of the form

𝑌𝑖(𝑡) = 𝑓 (𝑋𝑋𝑋𝑖(𝑡), 𝑧𝑧𝑧𝑖) + 𝜖𝑖(𝑡), 𝑡 ∈  , (A.9)

where 𝑌𝑖(⋅) are now the 1-dimensional functional parameters, 𝑋𝑋𝑋𝑖(⋅) are
the 𝑞-dimensional functional parameters, 𝑧𝑧𝑧𝑖 now represent 𝑝-dimensiona
scalar parameters, and the Gaussian noise is now functional as well
with mean zero and variance 𝜎2𝜖 . This problem, however, is not well
defined since functional data resides in an infinite dimensional space.
This can be resolved by utilizing functional principal component anal-
ysis (fPCA) and decomposing 𝑌𝑖(𝑡) into a functional mean, functional
principal components, and covariance eigenfunctions. The functional
mean, eigenfunctions, and the noise variance do not depend on the
sample 𝑖 and as such can be determined using FDA methods without
the use of a GP. This reduces the problem of determining 𝑌𝑖(𝑡) to an
application of FDA methods that act as a linear shift and scaling of
the data such that it has a zero mean, and the fitting of an fGP that
relates input parameters to each functional principal component. The
covariance for each of the fGPs will take the form of a Matérn 3∕2.
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